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سخن نخست

     فضــاي مجــازي بــا شــتاب شــگرف و رو بــه تزايــدي کــه در حــال بســط 
و گســترش اســت تمــام ســاحات اجتماعــي، اقتصــادي، سياســي و فرهنگــي 
ــي را  ــر روز بخــش بزرگــي از زندگــي واقع ــده و ه زندگــي بشــر را درنوردي
در خــود فــرو بــرده و حيــات متفــاوت و جديــدي بــه آن مي‌دهــد. لــذا بــه 
نظــر مي‌رســد دو نــگاه کلان بــه فضــاي مجــازي وجــود دارد: نــگاه اول کــه 
بالاخــص در ابتــداي رشــد و تکويــن فضــاي مجــازي مســلط شــده بــود، آن 
را همچــون ابــزاري کنــار ســاير ابزارهــاي بشــري تصويــر مي‌کــرد کــه تنهــا 
ــده  ــولات خيره‌کنن ــد تح ــه رش ــگاه دوم، در نتيج ــا ن ــت. ام ــت داش طريقي
ــک  ــئون بشــر در ي ــا و ش ــايه گســتري آن در حوزه‌ه ــازي و س فضــاي مج
دهــه اخيــر آن را چــون ســکويي مي‌دانــد کــه بســيار فراتــر از شــأن ابــزاري 
ــي را دارد.  ــاي تمــدن نوين ــدي داده و ادع ــات انســان‌ها را ســامان جدي حي
رويکــردي کــه از قضــا از چشــمان بصيــر رهبــر انقــاب نيــز دور نمانــده و 

انتظــاري تمدنــي از فضــاي مجــازي در ايــران را مطالبــه داشــته‌اند.
     در هميــن راســتا گزارش‌هــاي عصرفضــاي مجــازي تــاش مي‌کنــد تــا 
فهــم ســازمان‌ها و دســتگاه‌هاي مرتبــط بــا حــوزه‌ فضــاي مجــازي را ارتقــاء 
ــن  ــا تحــولات اي ــه ب ــراي مواجهــه فعــال و خردمندان بخشــيده و آن‌هــا را ب

عرصــه مهيــا ســازد.
سيد ابوالحسن فيروزآبادي

دبير شوراي عالي و رئيس مرکز ملي فضاي مجازي
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چکیده

ــش  ــه دو بخ ــر ب ــه نظ ــک نقط ــوان از ی ــمند را می‌ت ــتم‌های هوش سیس
ــمند  ــتم‌های هوش ــره و سیس ــمند خب ــتم‌های هوش ــرد: سیس ــیم ک تقس
مبتنــی بــر یادگیــری عمیــق. ویژگــی سیســتم‌های خبــره ایــن اســت کــه 
می‌تــوان فراینــد اینکــه سیســتم چگونــه بــه نتیجــه خاصــی رســیده اســت 
را بازبینــی نمــود. یعنــی، ایــن فراینــد پوشــیده نبــوده و تبیین‌پذیــر اســت. 
ــد  ــق، فراین ــری عمی ــر یادگی ــی ب ــتم‌های مبتن ــل، در سیس ــا در مقاب ام
تصمیم‌ســازی توســط سیســتم هوشــمند حتــی بــرای طراحــان نیــز معلــوم 
ــه یــک بیــان، فراینــد تصمیم‌ســازی در ایــن سیســتم‌ها مبهــم  نبــوده و ب
اســت. ایــن ابهــام و تبیین‌ناپذیــری بــه مســئله جعبــه ســیاه موســوم اســت. 
»هــوش مصنوعــی تبیین‌پذیــر« واکنشــی اســت بــه مســئله جعبــه ســیاه. 
ــت. در  ــر اس ــی تبیین‌پذی ــوش مصنوع ــی ه ــزارش، معرف ــن گ ــدف از ای ه
ــر  ــی ب ــتم‌های مبتن ــره و سیس ــتم‌های خب ــدا سیس ــتا، در ابت ــن راس ای
یادگیــری عمیــق را معرفــی می‌کنیــم. پــس از آن بــه مســئله جعبــه ســیاه 
اشــاره خواهیــم نمــود. در بخــش بعــد، هــوش مصنوعــی تبیین‌پذیــر را بــه 
عنــوان واکنشــی بــه مســئله جعبــه ســیاه بررســی خواهیــم کــرد. بــا تمایــز 
میــان ایــن ســؤال کــه »چگونــه می‌تــوان ازنقطه‌نظــر تکنولوژیکــی، فنــی و 
مهندســی بــه هــوش مصنوعــی تبیین‌پذیــر دســت یافــت؟« و ایــن ســؤال 
کــه »چــرا اساســاً هــوش مصنوعــی تبیین‌پذیــر امــری ارزشــمند اســت؟«، 
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ســؤال اول را فــرو گذاشــته و بــه بیــان پاســخ‌های ارائــه شــده بــرای ســؤال 
دوم می‌پردازیــم. در ادبیــات علمــی پیرامــون هــوش مصنوعــی تبیین‌پذیــر 
چهــار پاســخ بــه ایــن ســؤال وجــود دارد کــه بــه آنهــا اشــاره خواهیــم نمود. 
ــه ایــن چهــار پاســخ، ملاحظاتــی را پیرامــون ایــن چهــار  پــس از اشــاره ب
ــردی را  ــد، پیشــنهادهایی راهب ــش می‌کشــیم. در بخــش بع ــه پی ــل ب دلی
بــرای اســتفاده مدیــران و تصمیم‌ســازان عرصــه هــوش مصنوعــی جمهــوری 
اســامی ایــران ارائــه کــرده و در نهایــت گــزارش را بــا یــک جمع‌بنــدی بــه 

پایــان می‌بریــم. 

واژگان کلیدی
یادگیری عمیق، مسئله جعبه سیاه، هوش مصنوعی تبیین‌پذیر
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مقدمه 

سیسـتم‌های هوشـمند را در یـک نـگاه کلـی می‌تـوان به دو بخش تقسـیم 
نمود:

بـر  مبتنـی  هوشـمند  سیسـتم‌های  و  خبـره1  هوشـمند  سیسـتم‌های   
یادگیـری عمیـق2 . از ویژگی‌هـای سیسـتم‌های خبره این اسـت کـه می‌توان 
دریافـت کـه سیسـتم هوشـمند چگونـه به یـک خروجی دسـت یافته اسـت. 
در مقابـل، سیسـتم‌های مبتنـی بـر یادگیـری عمیق بـه گونه‌ای هسـتند که 
حتـی طراحـان آنها نیـز نمی‌تواننـد دریابند که سیسـتم هوشـمند چگونه به 
خروجی مشـخصی رسـیده اسـت. از آنجا که فرایند رسـیدن به یک خروجی 
مشـخص در سیسـتم‌های هوشـمند مبتنـی بـر یادگیـری عمیـق، فراینـدی 
نامعلـوم اسـت، بـه ایـن سیسـتم‌های »جعبـه سـیاه«3 نیـز اطالق می‌شـود. 
»هـوش مصنوعـی تبیین‌پذیـر« رویکـردی اسـت کـه قصـد دارد سیسـتم 
هوشـمندی را طراحـی کنـد کـه برخالف سیسـتم‌های هوشـمند مبتنی بر 
یادگیـری عمیـق بتـوان ایـن را کـه سیسـتم هوشـمند چگونـه بـه خروجـی 
مشـخصی رسـیده اسـت را تبییـن کـرد. در این گـزارش قصد داریـم »هوش 

مصنوعـی تبیین‌پذیـر« را معرفـی کنیـم. 

1. Expert systems 
2. deep learning
3. Black box 
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سـاختار ایـن گـزارش بـه ایـن شـکل اسـت: در بخـش دوم بـه معرفـی 
سیسـتم‌های هوشـمند خبـره و سیسـتم‌های مبتنـی بـر یادگیـری عمیـق 
می‌پردازیـم. در بخـش سـوم، ضمـن معرفـی مسـئله جعبه سـیاه، بـه معرفی 
رویکـرد هوش مصنوعـی تبیین‌پذیر برای حل این مسـئله خواهیـم پرداخت. 
در بخـش چهـارم، بـه پاسـخ‌های مختلفـی که به سـؤال »چـرا اساسـاً هوش 
مصنوعـی تبیین‌پذیر امری ارزشـمند اسـت؟« اشـاره خواهیم کـرد. در بخش 
پنجـم، ملاحظـات خـود را پیرامون مسـئله هـوش مصنوعی تبیین‌پذیـر ارائه 
می‌کنیـم. در نهایـت و در بخـش ششـم، پیشـنهاداهای راهبـردی‌ای را بـرای 
اسـتفاده مدیـران و تصمیم‌سـازان عرصه هـوش مصنوعی جمهوری اسالمی 
بیـان می‌کنیـم. در نهایـت، گـزارش را بـا یک جمع بنـدی به پایـان می‌بریم. 
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یادگیری عمیق و مسئله جعبه سیاه

همان‌طـور کـه گفتیـم سیسـتم‌های هوشـمند، از یـک نقطـه نظـر، بـه دو 
سیسـتم‌های  و  خبـره  هوشـمند  سیسـتم‌های  می‌شـوند:  تقسـیم  دسـته 
هوشـمند مبتنـی بـر یادگیـری عمیـق. اجـازه دهیـد دربـاره ایـن دو گونـه 
سیسـتم هوشـمند توضیـح دهیـم. سیسـتم‌های خبـره کـه می‌تـوان آنهـا را 
سیسـتم‌های »اگـر – آنـگاه« نامیـد سیسـتم‌های هسـتند کـه از چهار بخش 
اصلـی تشـکیل می‌شـوند. بخـش اصلـی سیسـتم‌های خبـره چیـزی اسـت 
کـه بـه »پایـگاه دانش« موسـوم اسـت. پایـگاه دانـش در یک سیسـتم خبره 
مجموعـه همـه اطلاعاتی اسـت که طراحان به سیسـتم خبـره داده‌اند و اغلب 
بـه صـورت گزاره‌هـای شـرطی بیـان می‌شـوند. بـه بیـان دقیق‌تـر، در پایگاه 
دانـش قوانیـن مختلفـی بـه صـورت جملات شـرطی اگـر- آنگاه تعبیه شـده 
اسـت. بخـش دوم سیسـتم‌های خبره چیزی اسـت کـه به »موتور اسـتنتاج« 
معـروف اسـت. موتـور اسـتنتاج که شـاید بتـوان گفـت مهم‌تریـن بخش یک 
سیسـتم خبـره اسـت بـا ترکیـب ورودی‌هایـی که کاربـر به سیسـتم می‌دهد 
بـا آنچـه در پایـگاه دانش در آن ذخیره شـده اسـت، خروجی‌هایـی را تحویل 
می‌دهـد. موتـور اسـتنتاج از دو طریـق می‌تواند به نتایج دسترسـی یابد. روش 
اول بـه روش مبتنـی بـر داده و روش دیگـر روش مبتنی بر هـدف نام دارد. در 
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روش اول سیسـتم بـا اسـتفاده از داده‌هـا و نیز گزاره‌های شـرطی اگر - آنگاه، 
از مقـدم ایـن گزاره‌ها شـروع کرده، به نتایج مناسـب می‌رسـد. در روش دوم، 
سیسـتم برعکـس عمـل می‌کند و بـرای نتیجه‌ای خـاص به دنبـال مقدماتی 
کـه می‌تواننـد بـه آن نتیجـه منجر شـوند می‌گردد. بـرای مثال، فـرض کنید 
که سیسـتم خبـره‌ای برای تشـخیص و عیب‌یابـی خوردها طراحـی کرده‌ایم. 
هنگامـی کـه مـا بـه سیسـتم خبـره ایـن ورودی را می‌دهیـم کـه »از گـزوز 
ایـن ماشـین دود سـیاه رنگـی خـارج می‌شـود« آنگاه ایـن سیسـتم خبره بر 
اسـاس ایـن اطلاعـات که »اگر از اگزوز ماشـینی دود سـیاه رنگی خارج شـد، 
آنـگاه واشـرهای سـیلندر و روغن دان بازبینی شـود« که در پایـگاه دانش آن 
وجـود دارد نتیجـه خواهد کرد که »واشـرهای سـیلندر و روغـن دان بازبینی 
شـود«. بخـش سـوم یـک سیسـتم خبـره، »امکانـات توضیـح«1 نـام دارد که 
کاربـر یـا طراح را قادر می‌سـازد که بتوانـد تمام مراحلی را که سیسـتم خبره 
از ورودی بـه سـمت خروجـی طـی نمـوده اسـت دنبـال نمایـد. درواقـع، این 
قابلیـت ایـن امـکان را به کاربر یـا طراح می‌دهـد تا دریابد که سیسـتم خبره 
چگونـه بـه نتیجه‌ای خاص رسـیده اسـت. بخش چهـارم یک سیسـتم خبره، 
چیـزی اسـت کـه به »رابـط کاربر« موسـوم اسـت. رابـط کاربر این امـکان را 
بـه کاربـر می‌دهـد تـا بتوانـد داده‌های را بـه عنـوان ورودی به سیسـتم خبره 
بدهـد. معمـولاً رابـط کاربـر شـامل یـک پردازنـده زبانـی اسـت کـه می‌تواند 
زبـان طبیعـی را کـه قابـل درک بـرای کاربر انسـانی اسـت به داده‌هـای قابل 
درک برای سیسـتم خبـره تبدیل کنـد )Nath,2015(. همین انـدازه برای 
معرفـی سیسـتم‌های خبـره کافـی اسـت. آنچـه دربـاره سیسـتم‌های خبـره 
بـرای مـا مهم اسـت ویژگـی و شـاخصه دوم این سیسـتم‌ها، یعنـی »امکانات 
توضیـح« اسـت. ایـن ویژگـی مـا را قـادر خواهـد سـاخت از جزئیـات اینکـه 

1. Explanation Facilities
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چگونه سیسـتم خبره به نتیجه‌ای خاص رسـیده اسـت آگاه شـویم. حال، که 
دانسـتیم سیسـتم‌های هوشـمند خبره چه هسـتند، اجـازه دهید به بررسـی 

سیسـتم‌های هوشـمند مبتنـی بر یادگیـری عمیـق بپردازیم.

یادگیری عمیق زیرمجموعه‌ای از یادگیری ماشـین1 اسـت که نوعی فناوری 
هـوش مصنوعـی اسـت. بـه طور خـاص، یادگیـری عمیـق نوعـی از یادگیری 
ماشـین اسـت کـه هـدف آن این اسـت کـه بـه کامپیوتـر بیاموزد کـه چگونه 
از طریـق مثال‌هـا و تجـارب بیامـوزد. یادگیـری ماشـین مسـتلزم ایـن اسـت 
کـه داده‌هـای زیـادی به سیسـتم داده شـود تـا سیسـتم بتواند از طریـق آنها 
بیامـوزد. بایـد بـه این نکتـه توجه کـرد که یادگیـری عمیـق ازنقطه‌نظر نحوه 

1. Machine learning 
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کار، بـا سـایر انـواع یادگیـری ماشـین متفـاوت اسـت. در یادگیـری عمیـق 
سیسـتم خـود، به‌تنهایـی، از داده‌هـا یـاد می‌گیـرد؛ بنابرایـن ایـده یادگیـری 
عمیـق ایـن اسـت کـه کامپیوتـر بـه طور مسـتقل یـاد بگیـرد. )بـدون اینکه 

انسـان بـه او بگویـد دنبـال چه چیزی باشـد(.
بایـد بـه ایـن نکتـه توجـه کـرد کـه یادگیـری عمیـق از نحـوه کارکـرد 
مغـز انسـان الهـام گرفتـه شـده اسـت. در یادگیـری عمیـق از چیزی بـه نام 
شـبکه‌های عصبـی مصنوعـی1 اسـتفاده می‌شـود. بنابرایـن، بـرای پاسـخ بـه 
سـؤال »یادگیـری عمیـق چیسـت؟« ، در ابتـدا بایـد بدانیـم کـه شـبکه‌های 

مصنوعـی عصبـی چه هسـتند. 
شـبکه عصبـی مصنوعـی یک سیسـتم رایانه‌ای اسـت کـه از نحـوه کار مغز 
انسـان الهام گرفته شـده اسـت. این شـبکه عصبـی مصنوعـی کمابیش مانند 
یـک فیلتـر عمـل می‌کنـد. شـبکه‌های عصبـی مصنوعـی دارای لایه‌هایـی از 
»گره‌هـا«2 یـا »نورون‌هـا«3 هسـتند. ایـن گره‌هـا هرکـدام ورودی را تجزیه و 
تحلیـل می‌کننـد و سـپس نتایـج را بـا گره‌هـای موجـود در لایـه بعـدی بـه 
اشـتراک می‌گذارنـد. بنابرایـن، مـا بـه شـبکه عصبـی مصنوعـی داده‌هایی را 
بـرای پـردازش می‌دهیـم. این داده‌ها ورودی سیسـتم هسـتند. سـپس، تمام 
گره‌هـای موجـود در لایـه اول ورودی را پـردازش می‌کننـد. سـپس خروجـی 
آنهـا بـه عنـوان ورودی بـرای لایه بعـدی از گره‌ها مورد اسـتفاده قـرار گرفته 
و دوبـاره پـردازش می‌شـوند. ایـن فراینـد بـرای هـر لایه اتفـاق می‌افتـد. این 
لایه‌هـای میانـی »لایه‌هـای پنهـان«4 نـام دارند. آنچـه در نهایت سیسـتم به 
عنـوان خروجـی بـه مـا تحویـل می‌دهـد پاسـخ شـبکه عصبـی مصنوعی به 

 .)Grover,2019( ورودی‌ای اسـت کـه بـه آن داده بودیـم

1. artificial neural networks (ANN)
2. nodes
3. Neurons
4. hidden layers
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بنابرایـن، در پاسـخ بـه ایـن سـؤال کـه »یادگیـری عمیـق چیسـت؟« بایـد 
بگوییـم کـه »یادگیـری عمیـق یـک شـبکه عصبـی مصنوعـی بسـیار عظیم 
اسـت«. بـه طـور معمول، یک شـبکه عصبی مصنوعـی فقط چنـد لایه پنهان 
)حداکثـر 2 تـا 3 لایـه( دارد کـه ورودی از طریـق آن فیلتـر می‌شـود. امـا 
در یادگیـری عمیـق تعـداد ایـن لایه‌هـای میانـی بسـیار زیـاد اسـت )مثاًل 
میلیون‌هـا لایـه میانـی(. واژه »عمیـق« در عنـوان »یادگیـری عمیـق« دقیقاً 
به‌خاطـر وجـود همیـن لایه‌هـای میانـی بسـیار زیـاد اسـت. به طـور خلاصه، 
یادگیـری عمیـق یـک شـبکه عصبـی مصنوعی عظیم اسـت که به ماشـین‌ها 
اجـازه می‌دهـد از طریـق مثـال یـاد بگیرنـد. هرچـه نمونه‌هـا و مثال‌هـای 
بیشـتری بـه سیسـتم‌های مبتنـی بـر یادگیـری عمیـق ارائه شـود، سیسـتم 

عملکـرد بهتـری خواهد داشـت.
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اجـازه دهیـد بـرای درک بهتـر عملکـرد سیسـتم‌های مبتنـی بـر یادگیری 
عمیـق مثالـی بزنیـم. فـرض کنیـد کـودک نوپایـی اولیـن کلمـه‌ای فراگرفته 
اسـت »گربـه« اسـت و می‌توانـد به‌خوبـی مصادیق گربـه را از سـایر حیوانات 
تمایـز دهـد. اجـازه دهیـد ببینیـم ایـن کـودک چگونه توانسـته اسـت به این 
توانایـی دسـت یابـد. این کودک در هر بار به شـیئی اشـاره کـرده و واژه گربه 
را بـرای نامیـدن آن بـکار می‌بـرد. والدیـن او نیز در هـر بار به او ایـن بازخورد 
را می‌دهنـد کـه آیـا شـیئی کـه کـودک بـه آن اشـاره کرده اسـت یـک گربه 
اسـت یـا نـه. کودک به مـرور زمان و از طریـق تجارب مختلـف و بازخوردهای 
والدینـش در نهایـت بـه ایـن توانایـی خواهد رسـید کـه بتواند گربـه را از غیر 
آن متمایـز کنـد. سیسـتم‌های مبتنی بـر یادگیری عمیق نیز به همین شـکل 
هسـتند. آن‌هـا نیـز از طریـق تجربـه و از طریـق بازخـوردی کـه بـه آن داده 
می‌شـود بـه مـرور زمـان می‌تواننـد بیاموزنـد کـه خروجـی خواسـته شـده از 

آن‌هـا را بـه کاربر تحویـل دهند.  
اجـازه دهیـد به برخـی مثال‌هـا و کاربردهای یادگیـری عمیق اشـاره کنیم. 
یکـی از کاربردهـای الگوریتم‌هـای یادگیـری عمیـق برای تشـخیص و دسـته 
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بنـدی اشـیاء اسـت. برای مثـال، می‌تـوان سیسـتمی طراحی کرد کـه چهره 
افـراد را تشـخیص دهـد و یا بتواند اشـیاء خاصـی را که مطلوب ماسـت، مثلًا 
ماشـین پراید را، از سـایر اشیاء دیگر تشـخیص دهد. یکی دیگر از کاربردهای 
موفـق یادگیـری عمیـق در پـردازش زبان طبیعی اسـت. برای مثـال، مترجم 
گـوگل کـه می‌توانـد گفتارهـا و متون‌هایـی را از زبـان مبـدأ بـه زبـان مقصد 
ترجمـه کنـد نمونـه‌ای اسـت از کاربردهـای یادگیـری عمیـق. یکـی دیگر از 
کاربردهـای یادگیـری عمیـق در خودروهـای خـودران اسـت. ایـن خودروهـا 
از طریـق یادگیـری عمیـق می‌آموزنـد کـه شـرایط محیطـی را، هماننـد یک 
راننـده انسـانی، تشـخیص دهند. برای مثـال، یاد خواهند گرفـت هنگامی که 
کودکـی بـه وسـط خیابان پریـد آن را به عنوان یک انسـان تشـخیص دهد و 
سـپس ترمـز نماید. به نظر می‌رسـد همیـن اندازه برای آشـنایی بـا یادگیری 
عمیـق کافـی اسـت )Grover,2019(. حـال اجـازه دهیـد »مسـئله جعبه 

سـیاه«1 را معرفـی کنیم. 
هـر سیسـتم محاسـباتی یـک ورودی را دریافت کرده، بر روی آن پردازشـی 
امـا یـک سیسـتم  را تحویـل می‌دهـد.  نهایـت خروجـی‌ای  و در  می‌کنـد 
محاسـباتی یـا یـک برنامـه هوشـمند »جعبـه سـیاه« نامیـده می‌شـود بـه 
شـرطی کـه  بـه مـا ایـن امـکان را بدهـد کـه ورودی و خروجـی را مشـاهده 
کنیـم، ولـی هیـچ فراینـدی و عملکـرد بیـن ورودی و خروجـی را مشـاهده 
نکنیـم. بنابرایـن جعبـه سـیاه هـوش مصنوعـی به ایـن واقعیـت اشـاره دارد 
کـه بـا بیشـتر ابزارهـای مبتنـی بـر هـوش مصنوعـی، مـا نمی‌دانیم کـه آنها 
چگونـه کارهایـی را کـه انجـام می‌دهند را انجـام می‌دهنـد. به‌عبارت‌دیگر، ما 
از از داده‌هایـی کـه سیسـتم هوشـمند با آنها شـروع می‌کند )یعنـی ورودی( 
آگاهیـم )بـه عنوان مثـال، عکس‌های حیوانـات(. همچنین، ما از پاسـخی که 

1. black box problem
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سیسـتم هوشـمند تولیـد می‌کنـد )یعنی خروجـی( نیـز آگاهیم )مثاًل، جدا 
کـردن تصاویـر گربـه از تصاویـر سـایر حیوانـات(. امـا به‌خاطر مسـئله جعبه 
سـیاه، مـا نمی‌دانیـم کـه چگونـه توانسـته اسـت از ورودی‌هایـی کـه بـه آن 
داده‌ایـم آن خروجی‌هـای خـاص را بـه مـا تحویل دهـد. اما این عـدم آگاهی 
هنگامی که سیسـتم هوشـمند خروجی‌های نادرسـت، ناخواسـته و مشکل‌دار 

را بـه مـا تحویـل بدهـد، خـود را بـه صـورت یک مسـئله نمایـان می‌کند. 
سـیاه  جعبـه  مسـئله  بـروز  سـبب  چیـزی  »چـه  پرسـید  می‌تـوان  امـا 
می‌شـود؟« در پاسـخ بـه ایـن سـؤال بایـد گفـت کـه رایج‌تریـن ابزارهایی که 
از مسـئله جعبـه سـیاه رنـج می‌برنـد، ابزارهایـی هسـتند کـه از شـبکه‌های 
عصبـی مصنوعـی یـا همـان یادگیـری عمیـق کـه در بـالا دربـاره آن سـخن 
گفتیـم اسـتفاده می‌کننـد. همان‌طـور کـه در بـالا اشـاره کردیم، شـبکه‌های 
)نورون‌هـا(  گره‌هـا  از  بی‌شـمار لایه‌هـای مخفـی  دارای  عصبـی مصنوعـی 
هسـتند. ایـن گره‌هـا هر یـک ورودی داده شـده را پـردازش کـرده و خروجی 
خـود را بـه لایـه بعدی گره‌هـا منتقـل می‌کنند. همان‌طـور که بیـان کردیم، 
یادگیـری عمیـق، یک شـبکه عصبی مصنوعـی عظیم، با بی‌شـمار لایه میانی 
پنهـان اسـت کـه خـود می‌توانـد از طریـق مثال‌هـا و تجربه‌هـا بیامـوزد. امـا 
نکتـه اینجاسـت کـه مـا نمی‌توانیـم دریابیم کـه گره‌ها چـه چیزهایـی را یاد 
گرفته‌انـد. در واقـع، مـا از خروجی بیـن لایه‌ها اطلاعی نداشـته و فقط نتیجه 
را دریافـت می‌کنیـم. ازایـن‌رو، مـا نمی‌توانیـم نحـوه تجزیـه و تحلیـل داده‌ها 
توسـط گره‌هـا را دریابیـم و در واقـع )بـر اسـاس تعریـف بـالا( بـا یـک جعبه 

.)Zednik,2019( سـیاه روبرو خواهیـم بـود
از آنجـا کـه سیسـتم‌های هوشـمند مبتنی بـر یادگیـری عمیـق برگرفته و 
الهـام گرفتـه از کارکرد مغز انسـان هسـتند، مسـئله جعبه سـیاه دربـاره مغز 
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انسـان نیـز مطـرح می‌شـود. چرا که مـا دقیقـاً نمی‌دانیـم که مغز مـا چگونه 
کار می‌کنـد و چگونـه بـه نتیجـه یا یک خروجـی خاص می‌رسـد. در واقع، به 
هیچ وجه مشـخص نیسـت که در سـطحی پایـه‌ای،  چگونـه تصمیمات خود 
را )مثاًل تصمیـم به نوشـیدن یک لیـوان آب(، اخـذ می‌کنیم. در واقـع، برای 
اینکـه بتوانیـم چنیـن تصمیم سـاده‌ای را اتخاذ کنیـم تعداد زیـادی نورون و 

سـیناپس در مغزمـان فعالیـت می‌کنند.
حال که دانسـتیم مسـئله جعبه سـیاه چگونه مسـئله‌ای اسـت اجازه دهید 
توضیـح دهیـم چـرا جعبـه سـیاه یـک مسـئله و مشـکل قلمـداد می‌شـود و 
اینکـه چـه رویکردی برای حل این مسـئله وجـود دارد. در بخـش بعد به این 

مطلـب می‌پردازیم. 
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هوش مصنوعی تبیین‌پذیر واکنشی به مسئله جعبه سیاه

در بخــش قبــل بیــان کردیــم کــه مســئله جعبــه ســیاه ایــن مســئله اســت 
کــه حتــی طراحــان سیســتم هوشــمند نیــز نمی‌داننــد کــه چگونــه سیســتم 
هوشــمند بــه خروجــی خاصــی رســیده اســت. امــا چــرا ایــن مســئله بایــد 

یــک مشــکل قلمــداد شــود. در ادامــه بــه ایــن ســؤال پاســخ می‌دهیــم.
ــه  ــق ب ــری عمی ــر یادگی ــی ب ــات سیســتم‌های هوشــمند مبتن گاهــی اوق
نتایجــی دســت پیــدا می‌کننــد کــه مخالــف بــا اهدافــی اســت کــه طراحــان 
آن بــرای آن در نظــر گرفته‌انــد. در واقــع، گاهــی اوقــات ایــن سیســتم‌ها از 
داده‌هــا و تجربیــات طــوری می‌آموزنــد کــه نتایجــی برخــاف آنچــه بــرای 
آن طراحــی شــده‌اند را ارائــه می‌دهنــد. بــرای مثــال، یــک سیســتم مبتنــی 
ــر اســب طراحــی شــده  ــرای تشــخیص تصاوی ــه ب ــق ک ــری عمی ــر یادگی ب
بــود، در نهایــت یــاد گرفتــه بــود کــه تصاویــری را کــه بــر روی آن برچســب 
ــدارد متمایــز  کپی‌رایــت وجــود دارد را از تصاویــری کــه ایــن برچســب را ن
ــش داده  ــه آن نمای ــه ب ــر اســبی ک ــر روی تصاوی ــاق ب ــه بالاتف ــد )چراک کن

ــت(.  ــود داش ــز وج ــت نی ــب کپی‌رای ــود برچس می‌ش
یکــی از اشــتباهات و خطاهــای سیســتم‌های هوشــمند، سیســتم هــوش 
مصنوعــی ســاخت شــرکت IBM اســت کــه بــه پزشــکان در حوزه تشــخیص 
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بیمــاری یــاری می‌رســاند. در ســال 2013 شــرکت IBM اولیــن محصــول 
تجــاری خــود را بــرای درمــان ســرطان تولیــد کــرد. امــا ایــن در حالــی بــود 
کــه برخــی از پزشــکان بیــان کردنــد کــه ایــن سیســتم هوشــمند توصیه‌های 
ــبب  ــد س ــه می‌توان ــد ک ــه می‌ده ــرطان ارائ ــان س ــرای درم ــتباهی را ب اش

.)Peng,2018( مشــکلات جــدی و حتــی نتایــج مرگبــار شــود
ــک  ــا ی ــادف ب ــر تص ــاده در اث ــر پی ــک عاب ــدن ی ــر، کشته‌ش ــال دیگ مث
اتومبیــل خــودران اوبــر1 بــود کــه در 28 مــارس ســال 2018 در آریزونــای 
آمریــکا اتفــاق افتــاد. بعــد از بررســی شــرکت اوبــر اعــام کــرد کــه ماشــین 
خــودران بعــد از اینکــه تشــخیص داده بــود کــه یــک عابــر پیــاده در مقابلش 
ــد  ــام نده ــی را انج ــچ اقدام ــه هی ــود ک ــه ب ــم گرفت ــی تصمی ــت ول هس

 .)Peng,2018(
ــتباهات  ــرای اش ــز ب ــری را نی ــف دیگ ــی مختل ــای فرض ــوان حالت‌ه می‌ت
ــمند  ــتم هوش ــال، سیس ــرای مث ــت. ب ــر گرف ــودران در نظ ــای خ اتومبیل‌ه
ــک  ــوان ی ــت را به‌عن ــاه قام ــودکان کوت ــد ک ــودران می‌توان ــای خ اتومبیل‌ه
ــان  ــود می ــر ش ــر دائ ــه ام ــا درصورتی‌ک ــد ی ــایی نکن ــانی شناس ــر انس عاب
ــاده این‌طــور  ــر پی ــک عاب ــا ی ــک ماشــین دیگــر و تصــادف ب ــا ی تصــادف ب
تشــخیص دهــد کــه تصــادف بــا عابــر پیــاده بهتــر اســت از تصــادف بــا یــک 
ماشــین دیگــر. حتــی سیســتم هوشــمند بــه دلایلــی نامعلــوم ممکــن اســت 
ایــن را آموختــه باشــد کــه در برابــر عابرانــی کــه بــا خــود یــک جعبــه حمــل 

ــد. ــف نکن ــد توق می‌کنن

1. Uber self-driving
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ــری  ــر یادگی ــی ب ــمند مبتن ــتم‌های هوش ــای سیس ــر از خطاه ــی دیگ یک
ــراد  ــتخدام اف ــرای اس ــازون ب ــرکت آم ــه ش ــت ک ــتمی اس ــق، سیس عمی
ــا  ــال‌های 2014 ت ــال س ــازون در خ ــرکت آم ــت. ش ــرده اس ــتفاده ک اس
2017 از ســامانه هوشــمندی بــرای بررســی بی‌شــمار رزومــه ارســالی و ارائــه 
پیشــنهاداتی اســتفاده می‌کــرده اســت. امــا ایــن شــرکت بعدهــا متوجــه شــد 
کــه سیســتم هوشــمند بــه دلایــل نامشــخصی متقاضایــان مــرد را نســبت به 
ــدار  ــن مق ــد )Peng,2018(. همی ــرار می‌ده ــت ق ــان زن در اولوی متقاضی

ــی اســت.  ــا کاف ــرای مثال‌ه ب
ــه  ــت ک ــی اس ــکل اخلاق ــک مش ــی از ی ــی حاک ــالا، همگ ــای ب مثال‌ه
ــه نظــر می‌رســد  ــیاه اســت. ب ــه س ــن مســئله جعب ــده گرفت ناشــی از نادی
ــد و  ــتی بیاموزن ــو نادرس ــد نح ــمند بتوانن ــتم‌های هوش ــه سیس درصورتی‌ک
درنتیجــه خروجی‌هایــی را ارائــه کننــد کــه مطلــوب مــا نبــوده اســت آنــگاه 
دیگــر نمی‌تــوان بــه ایــن سیســتم‌ها اعتمــاد نمــود. بــرای مثــال، در حــوزه 
ــه باشــد کــه توصیه‌هــای  پزشــکی اگــر سیســتم هوشــمند طــوری آموخت
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ــگاه ایــن مســئله جــان بیمــاران را  ــه دهــد، آن ــرای درمــان ارائ اشــتباهی ب
بــه خطــر خواهــد انداخــت. همچنیــن، اگــر سیســتم هوشــمند در بررســی 
ــه  ــه نســبت ب ــد ک ــه باش ــوری آموخت ــرای کار ط ــان ب ــای متقاضی رزومه‌ه
ــان  ــرای زن ــغلی ب ــای ش ــگاه فرصت‌ه ــد، آن ــته باش ــوگیری داش ــردان س م
ــن نتیجــه‌ای جــز تبعیــض جنســیت و  ــت و ای ــد رف ــق از دســت خواه لای
ــه  ــودران ب ــین‌های خ ــه ماش ــز درصورتی‌ک ــت. نی ــد داش ــری نخواه نابراب
اشــتباه بیاموزنــد کــه در برابــر عابرانــی خــاص )مثــاً عابرانــی کــه بــا خــود 
یــک جعبــه حمــل می‌کننــد( توقــف نکننــد، آنــگاه جــان افــراد بــه خطــر 

خواهــد افتــاد. 
ــک مســئله  ــیاه مســتلزم ی ــه س ــه مســئله جعب ــت ک ــوان گف حــال می‌ت
ــت. در  ــی« اس ــوش مصنوع ــه ه ــاد ب ــدم اعتم ــئله »ع ــی مس ــر، یعن مهم‌ت
ــه از آن  ــمندی ک ــتم هوش ــا سیس ــه آی ــم ک ــا ندانی ــه م ــع، درصورتی‌ک واق
ــرای اســتفاده از  ــا خیــر، تمایلــی ب اســتفاده می‌کنیــم قابل‌اعتمــاد اســت ی

ــم داشــت.  آن نخواهی
در واکنــش بــه مســئله جعبــه ســیاه و بــه دنبــال آن، مســئله عــدم اعتماد، 
در چنــد ســال اخیــر جریانــی بــه راه افتــاده اســت کــه بــه »هــوش مصنوعی 
هــوش  تبیین‌پذیــر  هــوش مصنوعــی  اســت.  موســوم  تبیین‌پذیــر«1 
ــد تصمیم‌ســازی‌اش را درک نمــود.  ــوان فراین ــه می‌ت مصنوعــی‌ای اســت ک
ــد  ــد دریابن ــان‌ها می‌توانن ــر انس ــی تبیین‌پذی ــوش مصنوع ــع، در ه در واق
ــه تصمیــم خاصــی رســیده اســت.  ــه ب کــه یــک سیســتم هوشــمند چگون
ــوان اشــکالات و خطاهــای  ــا هــوش مصنوعــی تبیین‌پذیــر می‌ت بنابرایــن، ب
سیســتم‌های هوشــمند را دریافــت و از ایــن خــال از بــروز مشــکلات 

ــود.  ــری نم ــار جلوگی ــی فاجعه‌ب ــی و حت ــی، ناعدالت اخلاق

1. Explainable Artificial Intelligence (XAI)
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در ادبیــات علمــی در بــاب هــوش مصنوعــی تبیین‌پذیــر معمــولاً دو ســؤال 
از یکدیگــر متمایــز می‌شــوند )Colaner,2021(. پرســش اول ایــن اســت 

 : که

ــه  ــی ب ــی و مهندس ــی، فن ــر تکنولوژیک ــوان ازنقطه‌نظ ــه می‌ت »چگون
هــوش مصنوعــی تبیین‌پذیــر دســت‌یافت؟«1

ــر  ــی تبیین‌پذی ــوش مصنوع ــوزه ه ــوان در ح ــه می‌ت ــی ک ــش دوم پرس
ــن پرســش اســت کــه: پرســید ای

»چرا اساساً هوش مصنوعی تبیین‌پذیر امری ارزشمند است؟«

مــا در ایــن گــزارش بــا پرســش اول کاری نخواهیــم داشــت. پرســش اول 
ــی. در  ــی در حــوزه هــوش مصنوع ــه مســائل فن ــوط ب پرسشــی اســت مرب

ــم پرداخــت. ــه پرســش دوم خواهی ــد ب ــای بع ــوض، در بخش‌ه ع

 .Guidotti et al ;2017 .Tamagnini et al ;2016 .Kim et al ;2012 .Vellido et al( :ــد ــه ببینی ــرای نمون 1. ب
)2020 .Ayesha et al ;2018
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ارزشمندی هوش مصنوعی تبیین‌پذیر

ــر  ــی تبیین‌پذی ــوش مصنوع ــون ه ــکل‌گرفته پیرام ــی ش ــات علم در ادبی
چهــار دلیــل عمــده بــرای پاســخ بــه ایــن پرســش کــه »چــرا اساســاً هــوش 
مصنوعــی تبیین‌پذیــر امــری ارزشــمند اســت؟« ارائــه شــده اســت. در ادامــه 
ایــن چهــار پاســخ را بررســی خواهیــم کــرد. ایــن چهــار پاســخ در دو دســته 

تقســیم‌بندی می‌شــوند: 
ــاره  ــر اش ــی تبیین‌پذی ــوش مصنوع ــزاری ه ــه ارزش اب ــه ب ــخ‌هایی ک پاس
ــر  ــی تبیین‌پذی ــوش مصنوع ــی ه ــه ارزش ذات ــه ب ــخ‌هایی ک ــد و پاس دارن
ــی  ــوش مصنوع ــه ه ــت ک ــن اس ــزاری ای ــور از ارزش اب ــد. منظ ــاره دارن اش
تبیین‌پذیــر بــه ایــن دلیــل خــوب اســت کــه وســیله و ابــزاری اســت بــرای 
ــمند  ــوب و ارزش ــا مطل ــرای م ــه ب ــری ک ــای دیگ ــه چیزه ــت‌یافتن ب دس
هســتند. امــا در مقابــل، پاســخ‌هایی کــه ســعی دارنــد ارزش هــوش مصنوعی 
تبیین‌پذیــر را بــر اســاس یــک ارزش ذاتــی توضیــح دهنــد تــاش می‌کننــد 
ــی  ــای خوب ــر ویژگی‌ه ــر به‌خاط ــی تبیین‌پذی ــوش مصنوع ــد ه ــان کنن بی
ــوش  ــه ه ــود ک ــان نمی‌ش ــرد بی ــن رویک ــت. در ای ــمند اس ــه دارد ارزش ک
ــه  ــا ب ــرای م ــی ب ــج خوب ــون نتای ــت چ ــوب اس ــر خ ــی تبیین‌پذی مصنوع
ــود  ــر به‌خودی‌خ ــتم تبیین‌پذی ــود سیس ــوض، خ ــه در ع ــال دارد. بلک دنب
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ویژگی‌هــای ارزشــمندی دارد، فــارغ از اینکــه آیــا نتایــج حاصــل از آن بــرای 
مــا مطلــوب باشــد یــا نــه. در ادامــه ایــن پاســخ‌ها را بررســی خواهیــم کــرد.

رویکرد اول )ارزش ابزاری(
پاســخ اول بــه ایــن پرســش کــه »چــرا اساســاً هــوش مصنوعــی 
ــل مختصــراً  ــای قب ــه در بخش‌ه ــری ارزشــمند اســت؟« )ک ــر ام تبیین‌پذی
بــه آن اشــاره شــد( ایــن اســت کــه امــر مطلوبــی را ذکــر کنیــم کــه بتــوان 
ــع، در  ــت‌یافت. در واق ــه آن دس ــر، ب ــی تبیین‌پذی ــوش مصنوع ــق ه از طری
ایــن پاســخ ســعی می‌شــود بــه نحــو غیرمســتقیم توضیــح داده شــود کــه 
چــرا ارائــه تبییــن امــر ارزشــمندی اســت. بــه بیــان دیگــر، بــر اســاس ایــن 
رویکــرد هــوش مصنوعــی تبیین‌پذیــر ابــزاری اســت بــرای دســتیابی بــه آن 
ــن پاســخ،  ــرای ای ــال خــوب ب ــده خــوب )Colaner,2021(. یــک مث فای
ــی  ــرفته دفاع ــی پیش ــای تحقیقات ــس پروژه‌ه ــه آژان ــت ک ــدی اس صورت‌بن
ایــالات متحــده آمریــکا1 کــه هــدف آن تــاش بــرای فهــم تکنولوژی‌هــای 
نــو ظهــور در حــوزه امنیــت ملــی اســت، ارائــه داده اســت. یکــی از اهــداف 
ــان‌ها  ــرای انس ــه ب ــت ک ــمندی اس ــتم‌های هوش ــد سیس ــس تولی ــن آژان ای
ــوش  ــق شــوند ه ــر انســان‌ها موف ــا اگ ــر باشــند. از نظــر آن‌ه ــح پذی توضی
ــران  ــرای کارب ــرایطی ب ــگاه ش ــد، آن ــد کنن ــر را تولی ــی تبیین‌پذی مصنوع
ــه هــوش مصنوعــی  ــه نحــو درســتی ب محقــق خواهــد شــد کــه بتواننــد ب
 .)DARPA,2016( 2اعتمــاد کــرده و بــه نحو مؤثــری آن را مدیریــت کننــد
همان‌طــور کــه پیداســت »اعتمــاد« و »مدیریــت« اهــداف مطلوبــی هســتند 
ــر،  ــان دیگ ــه بی ــت. ب ــت یاف ــا دس ــه آنه ــن ب ــق تبیی ــوان از طری ــه می‌ت ک
ــت«  ــاد« و »مدیری ــای »اعتم ــه نام‌ه ــمند ب ــر ارزش ــت دو ام ــوان گف می‌ت

1.  Defense Advanced Research Projects Agency (DARPA)
2.  appropriately trust, and effectively manage
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وجــود دارد کــه می‌تــوان از طریــق ایجــاد هــوش مصنوعــی تبیین‌پذیــر بــه 
آن‌هــا دســت یافــت؛ امــوری کــه نمی‌تــوان از طریــق سیســتم‌های هوشــمند 
ــن،  ــه آن‌هــا دســت پیــدا کــرد. بنابرای ــر نیســتند( ب ــی )کــه تبیین‌پذی فعل
ــزاری دارد.  ــی اب ــرد ارزش ــن رویک ــری در ای ــه تبیین‌پذی ــت ک ــوان گف می‌ت
ــه دو ارزش  ــرا ســبب می‌شــود ب ــری ارزشــمند اســت زی ــی، تبیین‌پذی یعن

دیگــر، یعنــی اعتمــاد بــه و مدیریــتِ هــوش مصنوعــی دســتیابیم.
ایــن رویکــرد، یعنــی ارزش ابــزاری تبیین‌پذیــری )بــرای دســتیابی بــه دو 
ــی حفاظــت از  ــه عموم ــن  در »آیین‌نام ــت( همچنی ــاد و مدیری ارزش اعتم
ــن  ــای ای ــرار داده شــده اســت. یکــی از پایه‌ه ــز موردتوجــه ق ــا«1 نی داده‌ه
ــح2  اســت.  ــن و توضی ــر داشــتن حــق تبیی ــد ب ــی، تأکی چارچــوب مقررات
ــدام  ــازون اق ــرای اســتخدام در شــرکت آم ــردی کــه ب ــال، اگــر ف ــرای مث ب
کــرده و رزومــه وی توســط بررســی اولیه سیســتم هوشــمند رد شــده اســت، 
ایــن حــق را دارد کــه بپرســد »چــرا درخواســت مــن رد شــده اســت؟«. در 
واقــع، از نظــر ایــن چارچــوب مقرراتــی، هنگامی‌کــه یــک الگوریتم هوشــمند 
تصمیمــی را اتخــاذ می‌کنــد، ایــن حــق بــرای افــراد )مثــاً کســانی کــه از آن 
تصمیــم متأثــر می‌شــوند( وجــود دارد کــه بداننــد چــرا سیســتم هوشــمند 

   .)Wachter et al,2017( بــه آن تصمیــم رســیده اســت
همان‌طــور کــه پیداســت در رویکــرد نخســت تبیین‌پذیــری امــری 
ــه  ــت‌یافتن ب ــرای دس ــت ب ــزاری اس ــیله و اب ــرا وس ــت زی ــمند اس ارزش
ــق  ــت« و »ح ــت مدیری ــاد«، »قابلی ــون، »اعتم ــری همچ ــای دیگ ارزش‌ه
تبییــن«. بنابرایــن، می‌تــوان اســتدلالی را ماننــد زیــر بــرای رویکــرد نخســت 

ــب داد: ترتی
1( اگــر چیــزی ماننــد الــف ابــزار و راهــی بــرای رســیدن بــه ارزش دیگــری 

1.  General Data Protection Regulation (GDPR)
2.  right to an explanation
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ماننــد ب باشــد، آنــگاه الــف نیــز خــود دارای ارزش خواهــد بــود.
2( هــوش مصنوعــی تبیین‌پذیــر ابــزاری اســت بــرای رســیدن بــه امــوری 

همچــون »اعتمــاد«، »قابلیــت مدیریــت« و »حــق تبییــن«.
ــمند  ــوری ارزش ــن« ام ــق تبیی ــت« و »ح ــت مدیری ــاد«، »قابلی 3( »اعتم

هســتند.
4( بنابراین، هوش مصنوعی تبیین‌پذیر ارزشمند است.

رویکرد دوم )ارزش ذاتی(
برخــاف رویکــرد اول در پاســخ بــه ایــن ســؤال کــه »چــرا اساســاً هــوش 
ــری ارزشــمند اســت؟«، رویکــرد دیگــری وجــود  ــر ام مصنوعــی تبیین‌پذی
دارد کــه بیــان مــی‌دارد کــه اساســاً هــوش مصنوعــی تبیین‌پذیــر ذاتــاً امــری 
ارزشــمند اســت. رویکــرد دوم، بــا ایــن ســؤال آغــاز می‌کنــد کــه آیــا اساســاً 
می‌تــوان تبیین‌هــا را امــوری دانســت کــه ذاتــاً دارای ارزش هســتند؟ ایــن 
ــاً ارزشــمند باشــد امــری معنــادار  امــکان کــه تبییــن و توضیــح امــری ذات
ــد  ــک فراین ــی از ی ــان بخش ــر انس ــم اگ ــه بپذیری ــود درصورتی‌ک ــد ب خواه
غیــر تبیین‌پذیــر باشــد، آنــگاه ایــن امــر مســتقیماً بــر روی شــرایط انســانی 
ــا خروجــی فراینــد  ــا صرف‌نظــر از اینکــه آی ــر خواهــد گذاشــت )ب وی تأثی
ــه بیــان دیگــر، ازنقطه‌نظــر ایــن  ــه(. ب ــا ن تبیین‌پذیــر مطلــوب وی باشــد ی
ــری  ــارغ از اینکــه تبیین‌پذی ــاً ارزشــمند اســت ف ــری ذات رویکــرد تبیین‌پذی
چــه نتایجــی را بــه دنبــال دارد. ایــن اســتدلال گــه گاه بــا نــام »اســتدلال 
فردیــت«1 شــناخته می‌شــود زیــرا مبتنــی بــر ســؤالاتی در بــاب فردیــت از 

قبیــل خودمختــاری فــردی2 و کرامــت انســانی3 اســت. 
در ادبیــات بحــث ســه نســخه از اســتدلال فردیــت ارائــه شــده اســت که در 

1. personhood argument
2. individual autonomy
3. human dignity
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ادامــه هــر یــک را بیــان می‌کنیــم.

نسخه اول )استدلال از طریق مشارکت(
ــل  ــر قاب ــمند غی ــک سیســتم هوش ــات ی ــات و اقدام ــه تصمیم هنگامی‌ک
ــه عنــوان موجوداتــی کــه قــرار  ــگاه انســان‌ها ب تبییــن و توضیــح باشــد، آن
ــر  ــوند دیگ ــر ش ــی متأث ــوش مصنوع ــات ه ــات و اقدام ــت از تصمیم اس
نمی‌تواننــد در فراینــد تصمیم‌ســازی مشــارکتی داشــته باشــند. بــرای 
مثــال، همان‌طــور کــه در بخش‌هــای قبــل بیــان کردیــم هــوش مصنوعــی 
ــار و  ــه بیم ــه ن ــرد ک ــرای بیمــار می‌گی ــی را ب در حــوزه پزشــکی تصمیمات
ــه پزشــک معالــج وی هیــچ مشــارکتی در اتخــاذ آن تصمیــم نداشــته‌اند.  ن
بنابرایــن، می‌تــوان ادعــا کــرد هرچقــدر کــه یــک سیســتم هوشــمند بیشــتر 
ــم در  ــر می‌توانی ــان‌ها کمت ــا انس ــد، م ــح باش ــن و توضی ــل تبیی ــر قاب غی
ــن،  ــه ذه ــب ب ــرای تقری ــم مشــارکت داشــته باشــیم. ب ــک تصمی اتخــاذ ی
اجــازه دهیــد مثالــی را از حــوزه عدالــت اجتماعــی ارائــه کنیــم. محققیــن 
حــوزه عدالــت اجتماعــی بیــان می‌کننــد هنگامی‌کــه گروهــی از انســان‌ها 
ــوند،  ــته می‌ش ــار گذاش ــان‌ها کن ــه انس ــرای هم ــازی ب ــد تصمیم‌س از فراین
ــرای مثــال، یانــگ1 ایــن مثــال  ــگاه ناعدالتــی اجتماعــی رخ‌داده اســت. ب آن
را بیــان می‌کنــد کــه کارگــران یــک کارخانــه از ایــن اطلاعیــه کــه رئیــس 
یــک کارخانــه بــزرگ در شــهر، قصــد دارد کارخانــه‌اش را تعطیل کند بســیار 
خشــمگین هســتند. حــرف آن‌هــا ایــن اســت کــه چــرا تصمیم‌ســازان ایــن 
کارخانــه بــدون اطــاع و در جریــان گذاشــتن، مشــورت و هشــدار قبلــی بــه 
 .)1990 ,Young( کارگــران کارخانــه، چنیــن تصمیمــی را اتخــاذ کرده‌انــد
ــه  ــج ناعادلان ــال نتای ــن مث ــه ای ــه نکت ــرد ک ــت ک ــه دق ــن نکت ــه ای ــد ب بای

1. Young
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تعطیلــی کارخانــه بــرای کارگــران نیســت. نکتــه ایــن مثــال ایــن اســت کــه 
کارگــران از این‌کــه چــرا آن‌هــا در فراینــد تصمیم‌ســازی بــرای مســئله بــه 

ــی هســتند. ــت داده نشــده‌اند عصبان ــن مهمــی دخال ای
در واقــع، می‌تــوان فــرض کــرد کــه مدیــران کارخانــه بــه کارگــران ایــن 
ــادی  ــغ زی ــا مبل ــه آن‌ه ــه ب ــی کارخان ــد از تعطیل ــه بع ــد ک ــده را بدهن وع
پــول بلاعــوض خواهنــد داد و حــق بیمــه آن‌هــا را نیــز پرداخــت خواهنــد 
کــرد. اگرچــه ایــن شــرایط و ایــن نتیجــه بــه لحــاظ اقتصــادی عادلانــه بــه 
نظــر می‌رســد، ولــی نکتــه ایــن اســت کــه کارگــران کمــاکان می‌تواننــد از 
ــه ایــن دلیــل کــه آن‌هــا در  تصمیــم اتخــاذ شــده ناراضــی باشــند، تنهــا ب
جریــان ایــن تصمیــم مهــم قــرار داده نشــده و مشــارکتی بــرای اتخــاذ ایــن 

ــته‌اند.  ــم نداش تصمی
ــار  ــم کن ــک تصمی ــج ی ــا نتای ــد ب ــراد بتوانن ــت اف ــن اس ــع، ممک در واق
ــان اتخــاذ تصمیــم  ــن دلیــل کــه آن‌هــا در جری ــه ای ــاً ب ــی صرف بیاینــد ول
ــه  ــل ک ــن اص ــن، ای ــد. همچنی ــی نماین ــاس ناعدالت ــد احس ــرار نگرفته‌ان ق
ــک  ــال ی ــان در خ ــخن ذی‌نفع ــه س ــرادادن ب ــوش ف ــتلزم گ ــت مس عدال
فراینــد تصمیم‌ســازی اســت، ازنقطه‌نظــر اصــول مدیریــت حقــوق سیاســی 
ــه ایــن توضیحــات  نیــز بحــث شــده اســت )Zhu et al,2019(. باتوجه‌ب
می‌تــوان نســخه اول از اســتدلال فردیــت را ماننــد زیــر بیــان کــرد 

:)Colaner,2019(
1( در مواقعــی کــه نتایــج و خروجی‌هــای یــک فراینــد تصمیم‌ســازی بــر 
ــر می‌گــذارد، کرامــت انســانی مســتلزم فرصــت  ــه تأثی ــا جامع ــرد ی روی ف

مشــارکت معنــادار در آن فراینــد اســت. 
ــل‌درک و  ــاً غیرقاب ــق اساس ــری عمی ــر یادگی ــی ب ــای مبتن 2( الگوریتم‌ه
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توضیــح هســتند.
ــی  ــای مبتن ــازی الگوریتم‌ه ــد تصمیم‌س ــوان در فراین ــن، نمی‌ت 3( بنابرای

بــر یادگیــری عمیــق مشــارکت معنــادار داشــت.
ــق در  ــری عمی ــر یادگی ــی ب ــای مبتن ــتفاده از الگوریتم‌ه ــن، اس 4( بنابرای
ــانی  ــت انس ــض کرام ــتلزم نق ــه، مس ــا جامع ــرد ی ــرای ف ــازی ب تصمیم‌س

خواهــد شــد.
همان‌طــور کــه در اســتدلال بــالا پیداســت، ازآنجاکــه سیســتم‌های 
ــن،  ــتند، بنابرای ــر هس ــق تبیین‌ناپذی ــری عمی ــر یادگی ــی ب ــمند مبتن هوش
ــته  ــارکتی داش ــا مش ــازی آن‌ه ــد تصمیم‌س ــد در فراین ــان‌ها نمی‌توانن انس
باشــند و ازآنجاکــه مشــارکت در یــک فراینــد تصمیم‌ســازی کــه نتایــج آن 
متوجــه فــرد و جامعــه اســت، شــرط ضــروری بــرای کرامــت انســانی اســت، 
پــس می‌تــوان نتیجــه گرفــت اســتفاده از یادگیــری عمیــق مســتلزم نقــض 
کرامــت انســانی اســت. در اســتدلال بــالا بایــد بــه ایــن نکتــه دقــت شــود 
ــر  ــرای مــا مهــم نیســت کــه نتایــج حاصــل از تصمیمــات مبتنــی ب کــه ب
یادگیــری عمیــق درســت اســت یــا خیــر، اخلاقــی اســت یــا خیــر، قانونــی 
اســت یــا خیــر، برایمــان ســودمند اســت یــا خیــر. حتــی اگــر نتایــج حاصــل 
از یادگیــری عمیــق درســت، اخلاقــی، قانونــی و ســودمند نیــز باشــد، صرفــاً 
ــارکتی  ــازی مش ــد تصمیم‌س ــان‌ها در فراین ــا انس ــه م ــل ک ــن دلی ــه ای ب
نداشــته‌ایم اســتفاده از آن منافــی امــری اســت کــه ارزش ذاتــی دارد )یعنــی 

کرامــت انســانی(.
می‌توان استدلال بالا را به نحو ایجابی نیز بیان کرد:

ــی اســت کــه  ــن معن ــه ای ــر ب 1( اســتفاده از هــوش مصنوعــی تبیین‌پذی
ــت. ــارکت داش ــازی مش ــد تصمیم‌س ــوان در فراین بت
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2( مشارکت در فرایند تصمیم‌سازی ذاتاً ارزشمند است
3( بنابراین، استفاده از هوش مصنوعی تبیین‌پذیر ذاتاً ارزشمند است.

ــدارد ارزشــمندی  همان‌طــور کــه مشــخص اســت ایــن اســتدلال قصــد ن
اســتفاده از هــوش مصنوعــی تبیین‌پذیــر را به‌خاطــر ارزش دیگــری همچــون 
اعتمــاد و مدیریــت پذیــری بیــان کنــد. ایــن اســتدلال بیــان می‌کنــد صــرف 
ــه نتیجــه تصمیمــات آن چــه  ــارغ از اینک ــر، ف ــی تبیین‌پذی هــوش مصنوع
باشــد، امــری ارزشــمند اســت، تنهــا بــه ایــن دلیــل کــه حــق مشــارکت در 

تصمیمــات بــرای انســان‌ها محفــوظ اســت. 

نسخه دوم )استدلال از طریق علم(
نســخه دوم اســتدلال فردیــت، برخــاف نســخه اول کــه بــر »مشــارکت« 
دارد  تأکیــد  »علــم«  بــر  می‌کــرد،  تأکیــد  تصمیم‌ســازی  امــر  در 
ــرد: ــان ک ــر بی ــد زی ــوان مانن ــتدلال می‌ت ــن اس )Colaner,2021(. ای

1( کرامــت انســانی شــامل ایــن اســت کــه مــن بدانــم چــرا آنچــه بــرای 
مــن اتفــاق افتــاده اســت، اتفــاق افتــاده اســت

2( امــا در صــورت اســتفاده از سیســتم‌های مبتنــی بــر یادگیــری عمیــق 
ــاق  ــن اتف ــرای م ــزی ب ــرا چی ــه چ ــی اینک ــه چرای ــم ب ــر( عل )تبیین‌ناپذی

افتــاده اســت غیرممکــن اســت
ــر  ــی ب ــمند مبتن ــتفاده از سیســتم‌های هوش ــن، در صــورت اس 3( بنابرای

یادگیــری عمیــق، کرامــت انســانی نقــض شــده اســت.
همان‌طــور کــه پیداســت نســخه دوم، بــر ایــن تأکیــد دارد کــه اصــل اینکه 
ــاده اســت و چــرا سیســتم هوشــمند  ــرای او چــه اتفاقــی افت ــد ب ــرد بدان ف
تصمیمــی خاصــی را بــرای وی اتخــاذ کــرده اســت امــری ارزشــمند و مهــم 
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ــظ  ــت انســانی انســان‌ها حف ــه کرام ــن صــورت اســت ک ــرا در ای اســت. زی
ــا مهــم  ــرای م ــالا ب شــده اســت. همان‌طــور کــه پیداســت، در اســتدلال ب
ــق  ــری عمی ــر یادگی ــی ب ــات مبتن ــل از تصمیم ــج حاص ــه نتای ــت ک نیس
درســت اســت یــا خیــر، اخلاقــی اســت یــا خیــر، قانونــی اســت یــا خیــر، 
برایمــان ســودمند اســت یــا خیــر. حتــی اگــر نتایــج حاصــل از یادگیــری 
ــن  ــه ای ــاً ب ــز باشــد، صرف ــی و ســودمند نی ــی، قانون ــق درســت، اخلاق عمی
دلیــل کــه مــا انســان‌ها بــه اینکــه چــرا سیســتم هوشــمند تصمیــم خاصــی 
ــود. در  ــکال می‌ش ــتفاده از آن دارای اش ــم، اس ــم نداری ــت عل ــه اس را گرفت
مقابــل، ازآنجاکــه اســتفاده از هــوش مصنوعــی تبیین‌پذیــر امــکان علــم را 
بــه مــا می‌دهــد همیــن امــر فــی ذاتــه، ســبب ارزشــمندی اســتفاده از هوش 

ــود.  ــر می‌ش ــی تبیین‌پذی مصنوع
   

نسخه سوم )استدلال از طریق فعلیت  انسان(1
نســخه ســوم از اســتدلال فردیــت کــه نیثــن کولانــر2 آن را ارائــه می‌کنــد، 
ــود  ــه خ ــد ب ــان‌ها می‌توانن ــی انس ــه در صورت ــد دارد ک ــر تأکی ــن ام ــر ای ب
و جامعــه خــود را فعلیــت بخشــند کــه بــرای خــود و جامعــه تصمیــم اتخــاذ 
نماینــد. بــه بیــان دیگــر، ایــده اصلــی ایــن نســخه از اســتدلال فردیــت ایــن 
اســت کــه اتخــاذ تصمیــم بــرای تحقــق و فعلیــت انســانیت انســان امــری 
ضــروری اســت )Colaner,2021(. نکتــه مهمــی کــه بایــد بــه آن توجــه 
ــا  ــا نســخه اول ارتبــاط دارد ام ــن نســخه از اســتدلال ب کــرد اســت کــه ای

دقیقــاً همــان نیســت.
نکتــه ایــن اســت کــه نســخه اول بــر روی مســئله »قــدرت در مشــارکت« 

تأکیــد داشــت امــا ایــن نســخه بــر مســئله »فعلیــت انســان« تأکیــد دارد. 

1. actualization
2. Nathan Colaner
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ــت  ــاب ماهی ــطو در ب ــای ارس ــه در ایده‌ه ــتدلال ریش ــخه از اس ــن نس ای
ــی  ــا انســان‌ها بیــش از موجودات و طبیعــت انســان دارد. از نظــر ارســطو م

همچــون زنبورهــا، اجتماعــی هســتیم.
در واقــع از نظــر ارســطو انســانیت مــا انســان‌ها در گــرو زندگــی اجتماعــی 
ــا  ــن خصیصــه ســبب خواهــد شــد کــه م ــن، ای ــا یکدیگــر اســت. بنابرای ب
ــود را  ــه خ ــه جامع ــه چگون ــویم ک ــل ش ــمت متمای ــن س ــه ای ــان‌ها ب انس
ســامان دهیــم تــا بتوانیــم در ســایه عدالــت در کنــار یکدیگــر زندگــی کنیم. 

ارســطو در ایــن بــاب بیــان مــی‌دارد:

ــه  ــه ب ــردی ک ــا ف ــه نیســت، ی ــه زندگــی در جامع ــادر ب ــه ق ــردی ک ف
دلیــل خودکفــا بــودن هیــچ نیــازی نــدارد، یــا بایــد یــک جانــور باشــد 
یــا یــک خــدا. چنیــن فــردی هیــچ بخشــی از یــک جامعــه نیســت ]...[ 
 .)Aristotle,1984( ــت ــه اس ــک جامع ــان‌ها در ی ــد انس ــت پیون عدال

بــا توجــه بــه ایــن نکتــه کــه لازمــه اجتماعــی بــودن انســان تصمیم‌ســازی 
بــرای خــود و جامعــه اســت و از طــرف دیگــر فعلیــت گوهــر انســانی نیــز 
مبتنــی بــر تصمیم‌ســازی وی بــرای خــود و جامعــه اســت، می‌تــوان نســخه 

ســوم از اســتدلال فردیــت را، به‌صــورت تقریبــی، ماننــد زیــر بیــان کــرد:
ــرای  ــه وی ب ــن اســت ک ــل انســانیت انســان مســتلزم ای ــت کام 1( فعلی
ــه سیســتم هوشــمند(. ــد )ن زندگــی خــود و جامعــه‌اش تصمیم‌ســازی کن

2( امــا هــوش مصنوعــی تبیین‌ناپذیــر ایــن فرصــت را بــه انســان 
نمی‌دهــد تــا بتوانــد بــرای خــود و جامعــه تصمیــم بگیــرد.

ــد  ــبب خواه ــر س ــی تبیین‌ناپذی ــوش مصنوع ــتفاده از ه ــن، اس 3( بنابرای
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شــد انســانیت انســان فعلیــت نیابــد.
4( اما هوش مصنوعی تبیین‌پذیر چنین مشکلی را پدید نمی‌آورد.

5( بنابراین، هوش مصنوعی تبیین‌پذیر ارزشمند است.

ــر، برخــاف هــوش  ــوق، هــوش مصنوعــی تبیین‌پذی ــر اســتدلال ف ــا ب بن
مصنوعــی تبیین‌ناپذیــر، بــه ایــن دلیــل کــه ســبب می‌شــود انســان بتوانــد 
از طریــق دخالــت در فراینــد تصمیم‌ســازی بــرای خــود و جامعــه حقیقــت 
خــود را فعلیــت بخشــد، امــری ارزشــمند اســت. همان‌طــور کــه پیداســت، 
ــل  ــه دلی ــر ب ــی تبیین‌پذی ــوش مصنوع ــد ه ــان نمی‌کن ــتدلال بی ــن اس ای
ــری ارزشــمند  ــد ام ــه دســت آی ــی ب ــج مطلوب اینکــه ســبب می‌شــود نتای
اســت. بلکــه ایــن اســتدلال صرفــاً نظــر از نتایــج عملــی هــوش مصنوعــی 
تبیین‌پذیــر )از قبیــل کاهــش خطاهــا، اعتمــاد و ...( خــودِ تبیین‌پذیــری را 

امــری دارای ارزش می‌دانــد.
ــج  ــه نتای ــم نیســت ک ــا مه ــرای م ــالا ب ــتدلال ب ــر، در اس ــان دیگ ــه بی ب
حاصــل از تصمیمــات مبتنــی بــر یادگیــری عمیــق درســت اســت یــا خیــر، 
اخلاقــی اســت یــا خیــر، قانونــی اســت یــا خیــر، برایمــان ســودمند اســت 
یــا خیــر. حتــی اگــر نتایــج حاصــل از یادگیــری عمیــق درســت، اخلاقــی، 
ــه ایــن دلیــل کــه مــا انســان‌ها از  ــاً ب قانونــی و ســودمند نیــز باشــد، صرف
طریــق اعمــال تصمیــم نتوانســته‌ایم گــروه خــود را فعلیــت دهیــم، اســتفاده 

از آن دارای اشــکال می‌شــود. 
ممکــن اســت تصــور شــود توصیــه اســتدلال بــالا ایــن اســت کــه اساســاً 
ــت  ــازی دس ــرای تصمیم‌س ــمند ب ــتم‌های هوش ــتفاده از سیس ــد از اس بای
ــه  ــر، لازم ــن ام ــه ای ــد ک ــان می‌کن ــر بی ــن کولان ــخ، نیث ــید. در پاس کش
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ــالا نیســت. مــا می‌توانیــم آنچــه ارســطو بیــان کــرده اســت را  اســتدلال ب
جــدی تلقــی کنیــم ولــی درعین‌حــال بــر ایــن عقیــده باشــیم کــه جایــی 
ــورت  ــن ص ــود دارد. در ای ــز وج ــی نی ــوش مصنوع ــازی ه ــرای تصمیم‌س ب
ــر  ــی را از یکدیگ ــوش مصنوع ــازی ه ــف تصمیم‌س ــواع مختل ــوان ان می‌ت

متمایــز کــرد:
ــی  ــوش مصنوع ــه ه ــل ب ــورت کام ــوان به‌ص ــی را می‌ت ــه تصمیمات - چ

ــد( ــرای خری ــی ب ــال، توصیه‌های ــرای مث ــپرد؟ )ب س
- چــه تصمیماتــی می‌بایــد حاصــل تعامــل میــان انســان و هــوش 

ــراد(  ــتخدام اف ــرای اس ــم ب ــال، تصمی ــرای مث ــد؟ )ب ــی باش مصنوع
- چــه تصمیماتــی بایــد توســط هــوش مصنوعــی اتخــاذ شــود امــا بــا ایــن 
ــال، درخواســت دادن  ــرای مث ــرد؟ )ب ــد آن را نپذی ــه انســان بتوان ــکان ک ام

بــرای کارت اعتبــاری یــا وام( 
- چــه تصمیماتــی بایــد منحصــراً در حیطــه اختیــارات انســان باشــد نــه 

ــک رئیس‌جمهــور(.  ــال، انتخــاب ی ــرای مث هــوش مصنوعــی؟ )ب
نیثــن کولانــر بیــان می‌کنــد کــه در ایــن حالــت، بحــث بــر ســر پاســخ بــه 
ســؤالات فــوق خواهــد بــود. از نظــر وی تصمیماتــی از نــوع دوم و ســوم، بــا 
فــرض هــوش مصنوعــی غیــر تبیین‌پذیــر نمی‌توانــد محقــق شــود. ازایــن‌رو، 
اســتدلال بــالا می‌توانــد کمــاکان در مــورد تصمیمــات از نــوع دوم و ســوم 
ــر  جــاری باشــد و بتــوان نتیجــه گرفــت کــه هــوش مصنوعــی تبیین‌ناپذی

مانعــی خواهــد بــود بــرای تصمیمــات از نــوع دوم و ســوم. 



بخش چهارم
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ملاحظاتی پیرامون هوش مصنوعی تبیین‌پذیر

همان‌طــور کــه در بخش‌هــای قبــل ملاحظــه کردیــم، اساســاً چهــار دلیــل 
ــه شــده اســت  ــر ارائ ــرای ارزشــمندی هــوش مصنوعــی تبیین‌پذی عمــده ب
کــه خــود بــه دو بخــش دلایــل ابــزاری و دلایــل ذاتــی تقســیم می‌شــوند. 
ــر ارزشــمند اســت  ــزاری، هــوش مصنوعــی تبیین‌پذی ــل اب ــر اســاس دلای ب
ــون  ــری همچ ــای دیگ ــه ارزش‌ه ــتیابی ب ــرای دس ــت ب ــیله‌ای اس ــرا وس زی
ــد  ــک می‌کن ــا کم ــه م ــر ب ــی تبیین‌پذی ــوش مصنوع ــع، ه ــاد. در واق اعتم
کــه بتوانیــم بــه نحــو معقولــی بــه هــوش مصنوعــی اعتمــاد کــرده و از آن 
ــروز اشــکال و خطــر، بتوانیــم دریابیــم کــه  اســتفاده کنیــم و در صــورت ب
ــگاه اســتفاده از هــوش  ــن ن ــر اســاس ای ــن، ب اشــکال کار کجاســت. بنابرای
ــه  ــه ب ــود، بلک ــه به‌خودی‌خ ــا ن ــت ام ــمند اس ــر ارزش ــی تبیین‌پذی مصنوع
ایــن ســبب کــه منافعــی را بــرای مــا بــه دنبــال مــی‌آورد. بــر اســاس دلایــل 
ــع و  ــه مناف ــه چ ــر از اینک ــر، صرف‌نظ ــی تبیین‌پذی ــوش مصنوع ــی، ه ذات
فوایــدی را بــرای مــا بــه دنبــال مــی‌آورد امــری ارزشــمند اســت. ایــن دلایــل 

خــود از ســه طریــق ایــن مطلــب را اثبــات می‌کننــد.
بنابرایــن، دلایــل دوم تــا چهــارم به‌قــرار زیرنــد: دلیــل دوم اینکــه، 
ــارکت  ــت مش ــرا قابلی ــت زی ــمند اس ــر ارزش ــی تبیین‌پذی ــوش مصنوع ه
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در تصمیم‌ســازی را میســر می‌کنــد )حتــی در مــواردی کــه نتایــج 
به‌دســت‌آمده از یــک سیســتم هوشــمند همگــی اخلاقــی، قانونــی و منطبــق 
ــی  ــوش مصنوع ــه، ه ــوم اینک ــل س ــد(؛ دلی ــا باش ــات م ــع و تمای ــر مناف ب
ــه اینکــه  ــا ب ــرا ســبب خواهــد شــد کــه م ــر ارزشــمند اســت زی تبیین‌پذی
چــرا فــان تصمیــم درباره‌مــان گرفتــه شــده اســت علــم پیــدا کنیــم )حتــی 
ــی  ــمند همگ ــتم هوش ــک سیس ــت‌آمده از ی ــج به‌دس ــه نتای ــواردی ک در م
اخلاقــی، قانونــی و منطبــق بــر منافــع و تمایــات مــا باشــد( و دلیــل چهــارم 
اینکــه، هــوش مصنوعــی تبیین‌پذیــر ارزشــمند اســت زیــرا ســبب خواهــد 
شــد کــه مــا انســان‌ها، بــا اتخــاذ تصمیــم بــرای خــود و جامعــه، خویشــتن 
ــل  ــان دلای ــه نظــر می‌رســد در می ــا ب واقعــی خــود را فعلیــت بخشــیم. ام
ذکــر شــده بــرای ارزشــمندی هــوش مصنوعــی تنهــا دلیــل اول قابل‌قبــول 

بــوده و ســه دلیــل دیگــر قابــل دفــاع نباشــد.
در ادامه در این باره توضیح می‌دهیم. 
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همان‌طــور کــه دیدیــم، دلایــل دوم تــا چهــارم، برخــاف دلیــل اول، دلایــل 
ذاتــی هســتند و نــه دلایــل ابــزاری. اجازه دهیــد دلیــل دوم را بررســی کنیم. 
ــر اســاس دلیــل دوم هــوش مصنوعــی تبیین‌پذیــر ارزشــمند اســت زیــرا  ب

قابلیــت مشــارکت در تصمیم‌ســازی را میســر می‌کنــد. 
ــوش  ــک ه ــه ی ــا نتایجــی ک ــل ب ــن دلی ــم ای ــان کردی ــه بی همان‌طــور ک
مصنوعــی بــرای مــا بــه بــار مــی‌آورد کاری نــدارد، نتایــج هــر چــه می‌خواهد 
باشــد )بــه ســود یــا بــه ضــرر مــا(، آنچــه ارزشــمند اســت ایــن اســت کــه 
مــا انســان‌ها بتوانیــم در فراینــد تصمیم‌ســازی مشــارکت کنیــم. در واقــع، 
نفــس مشــارکت امــری مهــم و ارزشــمند اســت. ســپس ایــن دلیــل بیــان 
می‌کــرد ازآنجاکــه در یادگیــری عمیــق چنیــن چیــزی میســر نبــوده ولــی 
ــر میســر اســت، بنابرایــن هــوش مصنوعــی  در هــوش مصنوعــی تبیین‌پذی
تبیین‌پذیــر امــری ارزشــمند اســت. امــا بــه نظــر می‌رســد در اینجــا اشــکالی 
ــدم مشــارکت در  ــن ع ــه همی ــن اســت ک وجــود داشــته باشــد. اشــکال ای

ــورد.  ــم می‌خ ــه چش ــز ب ــانی نی ــای انس ــازی، در حوزه‌ه تصمیم‌س
ــک  ــران ی ــک شــرکت، کارگ ــان ی ــع، کارکن ــع، در بســیاری از مواق در واق
کارخانــه، شــهروندان یــک شــهر و مردمــان یــک کشــور هیــچ مشــارکتی در 
ــوان گفــت،  ــد. حــال می‌ت تصمیم‌ســازی‌های خــرد و کلان مســئولین ندارن
ــه ایــن خاطــر  ــاً ب اگــر اســتفاده از هــوش مصنوعــی غیــر تبیین‌پذیــر صرف
کــه نمی‌تــوان در امــر تصمیم‌ســازی مشــارکت نمــود مذمــوم و دارای 
ــد ایــن را نیــز پذیرفــت کــه اصــل تصمیم‌ســازی  ــگاه بای اشــکال اســت، آن
مســئولین بــرای زیــر دســتان خــود )در ســطوح مختلــف( بــدون مشــارکت 

آن‌هــا نیــز امــری مذمــوم و دارای اشــکال اســت. 
امــا بــه نظــر می‌رســد کــه پذیرفتــن مــورد اخیــر ایــن لازمــه را خواهــد 
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داشــت کــه همــه افــراد در همــه تصمیمــات مشــارکت کننــد کــه بــه لحــاظ 
عملــی امــری اســت غیرممکــن. 

ــن  ــک ای ــای دموکراتی ــد در نظام‌ه ــان کن ــن اســت کســی بی ــه ممک البت
ــور  ــرده و تصمیم‌ســازی در ام ــه مســئولین را انتخــاب ک ــردم هســتند ک م
کشــور را بــه او تفویــض می‌کننــد. ازایــن‌رو، بــه نحــو غیرمســتقیم مــردم در 

کرده‌انــد.  مشــارکت  تصمیم‌ســازی‌ها 
ــرا  ــد. زی ــز نباش ــدان موفقیت‌آمی ــالا چن ــخ ب ــد پاس ــر می‌رس ــه نظ ــا ب ام
فــرض کنیــد کــه دربــاره مســئله‌ای برگزیــدگان و نماینــدگان مــردم تصمیم 
ــه آن نماینــدگان رأی  الــف را اتخــاذ می‌کننــد امــا اکثریــت مردمــی کــه ب
ــن  ــد در ای ــر می‌رس ــه نظ ــد. ب ــف مخالف‌ان ــم ال ــاذ تصمی ــا اتخ ــد ب داده‌ان
ــی مدعــی شــد کــه مــردم )اگرچــه خــود  ــه نحــو معقول ــوان ب مــوارد می‌ت
ــد؛  ــارکت نکرده‌ان ــازی مش ــد( در تصمیم‌س ــاب کرده‌ان ــدگان را انتخ نماین

چراکــه اکثریــت آن‌هــا نظــری خــاف مســئولین خــود دارنــد.
حــال اجــازه دهیــد بــه دلیــل ســوم بپردازیــم. بــر اســاس دلیل ســوم، اصل 
علــم بــه اینکــه چگونــه هــوش مصنوعــی تصمیمــی را بــرای مــا اتخــاذ کرده 
اســت امــری ارزشــمند اســت؛ امــری کــه هــوش مصنوعــی جعبــه ســیاه بــه 
دلیــل نامعلــوم بــودن فراینــد تصمیم‌ســازی، تأمیــن نمی‌کنــد. امــا بــه نظــر 

می‌رســد در اینجــا نیــز مشــکلی وجــود داشــته باشــد. 
ــی و  ــاظ تکنولوژیک ــه لح ــر ب ــی تبیین‌پذی ــوش مصنوع ــه ه ــارغ از اینک ف
فنــی و مهندســی قابــل دســتیابی باشــد یــا نــه، مســئله ایــن اســت کــه اگــر 
ــر امــری اســت مشــکل‌دار  ــر تبیین‌پذی تصمیم‌ســازی هــوش مصنوعــی غی
ــگاه تصمیم‌ســازی انســان‌ها  ــه کــه دلیــل ســوم بیــان مــی‌دارد(، آن )آن‌گون

نیــز امــری اســت مشــکل‌دار. اجــازه دهیــد توضیــح دهیــم. 
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ــا  ــاده ت ــات س ــی را از تصمیم ــات مختلف ــود تصمیم ــی خ ــا در زندگ م
ــرای مثــال، فــرض کنیــد تصمیــم  تصمیمــات پیچیــده اتخــاذ می‌کنیــم. ب
می‌گیریــم تــا بــه ســمت یخچــال رفتــه و لیــوان آبــی را بنوشــیم. باتوجه‌بــه 
اینکــه مغــز انســان یــک مجموعــه عظیــم نورونــی اســت )همان‌گونــه کــه 
سیســتم‌های یادگیــری عمیــق ملهــم از مغــز انســانی هســتند(، ایــن ســؤال 
ــم کــه چــه  ــا مــا واقعــاً تبیینــی از ایــن مســئله داری مطــرح اســت کــه آی
ــم  ــا تصمی ــه در نتیجــه آن م ــان رخ‌داده اســت ک ــی در مغزم ــد نورون فراین
ــر  ــن ســؤال خی ــه نظــر می‌رســد جــواب ای ــم؟ ب ــه نوشــیدن آب گرفته‌ای ب
باشــد. مــا هیــچ اطلاعــی از اینکــه چــه فرایندهایــی در مغزمــان رخ می‌دهــد 
نداریــم. در واقــع می‌تــوان گفــت مغــز مــا هماننــد یــک جعبــه ســیاه اســت 

ــوم اســت.  ــا نامعل ــرای م ــد تصمیم‌ســازی در آن ب کــه فراین
ــری  ــز تبیین‌ناپذی ــات انســانی نی ــه نظــر می‌رســد در تصمیم ــن، ب بنابرای
وجــود دارد. حــال می‌تــوان از مدافعــان دلیــل ســوم پرســید چــرا اســتفاده 
از تصمیمــات سیســتم هوشــمند تبیین‌ناپذیــر امــری مشــکل‌دار بــوده ولــی 
ــود  ــری وج ــز تبیین‌ناپذی ــه در آن نی ــان‌ها )ک ــات انس ــتفاده از تصمیم اس
ــط  ــازی توس ــم تصمیم‌س ــر بپذیری ــع، اگ ــت. در واق ــکال اس ــا اش دارد( ب
سیســتم هوشــمند جعبــه ســیاه مشــکل‌دار اســت، آنــگاه بایــد ایــن را نیــز 
ــه  بپذیریــم کــه تصمیم‌ســازی مغــز انســان‌ها نیــز مشــکل‌دار اســت. امــا ب

ــی نباشــد.  ــر نپذیرفتن ــب اخی نظــر می‌رســد مطل
ــاس  ــر اس ــم. ب ــارم بپردازی ــل چه ــی دلی ــه بررس ــد ب ــازه دهی ــال اج ح
ــرا ســبب  ــر ارزشــمند اســت زی دلیــل چهــارم هــوش مصنوعــی تبیین‌پذی
ــرای خــود و جامعــه،  ــم ب ــا اتخــاذ تصمی ــا انســان‌ها، ب خواهــد شــد کــه م
خویشــتن واقعــی خــود را فعلیــت بخشــیم. امــا بــه نظــر می‌رســد در اینجــا 
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ــه  ــد دارد ک ــن تأکی ــر ای ــل ب ــن دلی ــز مشــکلی وجــود داشــته باشــد. ای نی
اصــل تصمیم‌ســازی ســبب بالفعــل شــدن حقیقــت و گوهــر انســان خواهــد 
شــد. ســپس بیــان می‌کنــد کــه ایــن امــر در هــوش مصنوعــی تبیین‌ناپذیــر 
ــه خــاف ادعــای دلیــل چهــارم،  ــه نظــر می‌رســد ب محقــق نیســت. امــا ب
ــر محقــق اســت. درســت اســت  ــن امــر در هــوش مصنوعــی تبیین‌ناپذی ای
ــمند  ــتم هوش ــک سیس ــازی ی ــد تصمیم‌س ــم در فراین ــا نمی‌توانی ــه م ک
ــتفاده  ــدم اس ــا ع ــتفاده ی ــل اس ــی در اص ــم ول ــی کنی ــر دخالت تبیین‌ناپذی
از سیســتم هوشــمند تصمیمــی را اتخــاذ کرده‌ایــم. در واقــع، مــا پیــش از 
آنکــه سیســتم هوشــمند تصمیمــی را بــرای مــا یــا جامعــه مــا اتخــاذ کنــد، 
تصمیــم گرفته‌ایــم کــه از سیســتم هوشــمند تبیین‌ناپذیــر اســتفاده کنیــم. 
بنابرایــن، بــه نظــر می‌رســد کــه حتــی در سیســتم هوشــمند تبیین‌ناپذیــر 
ملاحظــه مدنظــر دلیــل چهــارم )یعنــی اعمــال تصمیم‌ســازی توســط انســان 

ــه خــود و جامعــه( تأمیــن خواهــد شــد. به‌منظــور فعلیــت بخشــیدن ب
ــتم‌های  ــتفاده از سیس ــرای اس ــل ب ــن دلی ــاید بهتری ــده، ش ــر نگارن از نظ
ــن  ــاید بهتری ــع، ش ــل اول باشــد. در واق ــان دلی ــر، هم هوشــمند تبیین‌پذی
دلیــل ایــن باشــد کــه اســتفاده از هــوش مصنوعــی تبیین‌پذیــر ارزشــمند 
اســت زیــرا ســبب خواهــد شــد بتوانیــم اشــکالات موجــود در سیســتم‌های 
ــرای اســتفاده از سیســتم‌های  هوشــمند را کاهــش داده و بتوانیــم اساســاً ب

هوشــمند بــه آن‌هــا اعتمــاد کنیــم. 
ــه کــرد کــه نشــان  ــل را ارائ همچنیــن، حتــی ممکــن اســت بتــوان دلای
ــود  ــم وج ــر، علی‌رغ ــمند تبیین‌ناپذی ــتفاده از سیســتم‌های هوش ــد اس دهن

مســئله جعبــه ســیاه، امــری بــی مشــکل اســت.
اجــازه دهیــد یکــی از ایــن دلایــل را ارائــه کنیــم. ایــده اصلــی ایــن دلیــل 
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ــان  ــا در می ــتباه و خط ــات اش ــه تصمیم ــور ک ــه همان‌ط ــت ک ــن اس ای
انســان‌ها امــری پذیرفتــه شــده اســت، اشــتباهات و خطاهــای سیســتم‌های 

ــه شــده باشــد.  ــد امــری پذیرفت ــز می‌بای هوشــمند نی
ــا به‌صــورت جمعــی بعضــاً  توضیــح آنکــه، انســان‌ها به‌صــورت فــردی و ی
ــن  ــه ای ــن اســت ک ــا مســئله ای ــد. ام تصمیمــات اشــتباهی اتخــاذ می‌کنن
تصمیمــات اشــتباه و خطــا بعضــاً اتفــاق می‌افتــد. حــال اگــر یــک سیســتم 
هوشــمند گاهــی اوقــات دچــار تصمیمــات اشــتباه و خطــا شــود، بــه نحــو 
معقولــی می‌تــوان آن را هماننــد خطاهــای انســانی در نظــر گرفــت. بــه بیــان 
ــیار  ــمند بس ــتم هوش ــک سیس ــتباه ی ــات اش ــه تصمیم ــر، درصورتی‌ک دیگ
ــی  ــه نحــو معقول ــوان ب ــگاه می‌ت ــر از تصمیمــات درســت آن باشــد، آن کمت
ــته از  ــده برخاس ــن ای ــرد. ای ــتفاده ک ــرده و از آن اس ــاد ک ــر روی آن اعتم ب

ــت.  ــی اس ــی1 در معرفت‌شناس ــه اتکاگرای نظری
بــر اســاس نظریــه اتکاگرایــی در بــاب توجیــه، اگــر باورهــای تولیــد شــده 
توســط یــک قــوای شــناختی در اکثــر مواقــع درســت باشــند، آنــگاه آن قــوه 
شــناختی و به‌تبــع باورهــای تولیــد شــده توســط آن معتبــر بــوده و می‌تــوان 
ــوان  ــد می‌ت ــر می‌رس ــه نظ ــرد )Lemos,2007,p.85(. ب ــکا ک ــه آن ات ب
ــز  ــر نی ــمند تبیین‌ناپذی ــتم‌های هوش ــورد سیس ــز در م ــده را نی ــن ای همی
بــه کار بــرد. اگــر یــک سیســتم هوشــمند در اکثــر مواقــع )مثــاً 90 درصــد 
از مواقــع( تصمیمــات درســتی اتخــاذ کنــد و تنهــا در مواقــع اندکــی )مثــاً 
10 درصــد مواقــع( تصمیمــات اشــتباهی اتخــاذ کنــد، آنــگاه ایــن سیســتم 
قابل‌اتــکا بــوده و می‌تــوان بــه آن اعتمــاد کــرد. ولــی اگــر براثــر آزمایشــات 
ــات  ــع تصمیم ــر مواق ــمند در اکث ــتم هوش ــک سیس ــه ی ــد ک ــخص ش مش
ــوان از  ــکا نبــوده و نمی‌ت اشــتباهی اتخــاذ می‌کنــد سیســتم مذکــور قابل‌ات

1. Relaibilism
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آن اســتفاده کــرد. بنابرایــن، بــه نظــر می‌رســد حتــی بتــوان اســتدلال کــرد 
ــه  ــئله جعب ــود مس ــا وج ــر ب ــر تبیین‌پذی ــتم‌های غی ــتفاده از سیس ــه اس ک

ســیاه امــری بــی مشــکل اســت. 
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پیشنهادهای راهبردی

ــردی  ــنهادهای راهب ــده پیش ــد، نگارن ــان ش ــالا بی ــه در ب ــاس آنچ ــر اس ب
ــی  ــوش مصنوع ــازان عرصــه ه ــران و تصمیم‌س ــتفاده مدی ــرای اس ــر را ب زی

ــد: ــه می‌کن ــران ارائ ــامی ای ــوری اس جمه
ــئله  ــر مس ــی تبیین‌پذی ــوش مصنوع ــئله ه ــم، مس ــه دیدی ــور ک همان‌ط
ــادی در  ــوز ابهامــات زی ــی در عرصــه هــوش مصنوعــی اســت کــه هن نوپای
ــرای کاوش  ــی‌ای ب ــای تحقیقات آن وجــود دارد. پیشــنهاد می‌شــود بودجه‌ه
ابعــاد مختلــف مســئله اختصــاص داده شــود تــا بتــوان بــرای ســؤالات زیــر 

ــت: ــی یاف ــل قبول ــخ‌های قاب پاس
ــا  ــر ضــرورت دارد؟«، »آی ــه هــوش مصنوعــی تبیین‌پذی ــا دســتیابی ب »آی
ــر  ــی تبیین‌پذی ــوش مصنوع ــمت ه ــه س ــت ب ــرای حرک ــی ب ــل معقول دلای
وجــود دارد؟« و »آیــا دســتیابی بــه هــوش مصنوعــی تبیین‌پذیــر بــه لحــاظ 

تکنولوژیکــی و فنــی و مهندســی اساســاً ممکــن اســت؟«. 
در گام بعــد و پــس از مشخص‌شــدن پاســخ ســؤالات فــوق نیــاز اســت تــا 
ــتی  ــات درس ــی، تصمیم ــت‌آمده در گام قبل ــخ‌های به‌دس ــاس پاس ــر اس ب

اتخــاذ شــود. 
ــوش  ــه ه ــتیابی ب ــه دس ــیدیم ک ــه رس ــن نتیج ــه ای ــر ب ــال، اگ ــرای مث ب
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مصنوعــی تبیین‌پذیــر ضــرورت داشــته و امــری ممکــن اســت، آنــگاه بایــد 
ــود.  ــاذ ش ــه آن اتخ ــتیابی ب ــرای دس ــردی ب ــت‌های راهب سیاس
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جمع‌بندی

در ایــن گــزارش در ابتــدا توضیحــی دربــاره انــواع مختلــف سیســتم‌های 
هوشــمند ارائــه شــد: سیســتم‌های هوشــمند خبــره و سیســتم‌های 
هوشــمند مبتنــی بــر یادگیــری عمیــق. ویژگــی سیســتم‌های خبــره ایــن 
ــه نتیجــه خاصــی  ــه ب ــه سیســتم چگون ــد اینک ــوان فراین ــه می‌ت اســت ک
ــوده و  ــیده نب ــد پوش ــن فراین ــی، ای ــود. یعن ــی نم ــت را بازبین ــیده اس رس
ــری  ــر یادگی ــی ب ــتم‌های مبتن ــل در سیس ــا در مقاب ــت. ام ــر اس تبیین‌پذی
ــرای  ــی ب ــمند حت ــتم هوش ــط سیس ــازی توس ــد تصمیم‌س ــق، فراین عمی
طراحــان نیــز معلــوم نبــوده و بــه یــک بیــان، فراینــد تصمیم‌ســازی در ایــن 

ــت.  ــم اس ــتم‌ها مبه سیس
پــس از بیــان ایــن مطلــب، مســئله جعبــه ســیاه را شــرح دادیــم. مســئله 
ــودن  ــری و نامشــخص ب ــه همیــن مســئله عــدم تبیین‌پذی ــه ســیاه ب جعب
فراینــد رســیدن بــه یــک خروجــی در سیســتم‌های مبتنــی بــر یادگیــری 
عمیــق اشــاره دارد. پــس از توضیحاتــی در بــاب مســئله جعبــه ســیاه، بیــان 
کردیــم کــه یکــی از رویکردهــا بــرای در پاســخ بــه مســئله جعبــه ســیاه، 
رویکــردی اســت کــه به »هــوش مصنوعــی تبیین‌پذیــر« معروف اســت. پس 
از تمایــز میــان ایــن ســؤال کــه »چگونــه می‌تــوان ازنقطه‌نظــر تکنولوژیکــی، 
ــن  ــر دســت‌یافت؟« و ای ــه هــوش مصنوعــی تبیین‌پذی فنــی و مهندســی ب
ــری ارزشــمند  ــر ام ــی تبیین‌پذی ــوش مصنوع ــاً ه ــرا اساس ــه »چ ــؤال ک س
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اســت؟«، ســؤال اول را فروگذاشــته و بــه بیــان پاســخ‌های ارائــه شــده بــرای 
ســؤال دوم پرداختیــم. در ادبیــات بحــث چهــار پاســخ بــه ایــن مســئله وجود 
دارد. ایــن چهــار دلیــل خــود بــه دو بخــش دلایــل ابــزاری و دلایــل ذاتــی 

ــوند.  ــیم می‌ش تقس
بــر اســاس دلایــل ابــزاری، هــوش مصنوعــی تبیین‌پذیــر ارزشــمند 
اســت زیــرا وســیله و ابــزاری اســت بــرای دســتیابی بــه ارزش‌هــای دیگــری 
ــا کمــک  ــه م ــر ب ــی تبیین‌پذی ــوش مصنوع ــع، ه ــاد. در واق همچــون اعتم
ــاد  ــی اعتم ــوش مصنوع ــه ه ــی ب ــو معقول ــه نح ــم ب ــه بتوانی ــد ک می‌کن
کــرده و از آن اســتفاده کنیــم و در صــورت بــروز اشــکال و خطــر، بتوانیــم 
دریابیــم کــه اشــکال کار کجاســت. بنابرایــن، بــر اســاس ایــن نــگاه اســتفاده 
ــود،  ــه به‌خودی‌خ ــا ن ــت ام ــمند اس ــر ارزش ــی تبیین‌پذی ــوش مصنوع از ه
بلکــه بــه ایــن ســبب کــه منافعــی را )مثــاً »اعتمــاد« بــه آن را(، بــرای مــا 
بــه دنبــال مــی‌آورد. بــر اســاس دلایــل ذاتــی، هــوش مصنوعــی تبیین‌پذیــر، 
صرف‌نظــر از اینکــه چــه منافــع و فوایــدی را بــرای مــا بــه دنبــال مــی‌آورد 

امــری ارزشــمند اســت. 
ایــن دلایــل خــود از ســه طریــق ایــن مطلــب را اثبــات می‌کننــد. بنابرایــن، 
دلایــل دوم تــا چهــارم به‌قــرار زیرنــد: دلیــل دوم اینکــه، هــوش مصنوعــی 
ــازی  ــارکت در تصمیم‌س ــت مش ــرا قابلی ــت زی ــمند اس ــر ارزش تبیین‌پذی
ــک  ــت‌آمده از ی ــج به‌دس ــه نتای ــواردی ک ــی در م ــد )حت ــر می‌کن را میس
سیســتم هوشــمند همگــی اخلاقــی، قانونــی و منطبــق بــر منافــع و تمایلات 
ــمند  ــر ارزش ــی تبیین‌پذی ــوش مصنوع ــه، ه ــوم اینک ــل س ــد(؛ دلی ــا باش م
ــم  ــان تصمی ــرا ف ــه چ ــه اینک ــا ب ــه م ــد ک ــد ش ــرا ســبب خواه اســت زی
درباره‌مــان گرفتــه شــده اســت علــم پیــدا کنیــم )حتــی در مــواردی کــه 
ــی  ــی، قانون ــک سیســتم هوشــمند همگــی اخلاق ــج به‌دســت‌آمده از ی نتای
و منطبــق بــر منافــع و تمایــات مــا باشــد( و دلیــل چهــارم اینکــه، هــوش 
ــا  ــرا ســبب خواهــد شــد کــه م ــر ارزشــمند اســت زی مصنوعــی تبیین‌پذی
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انســان‌ها، بــا اتخــاذ تصمیــم بــرای خــود و جامعــه، خویشــتن واقعــی خــود 
را فعلیــت بخشــیم. در بخــش بعــدی بــه برخــی ملاحظــات در بــاب هــوش 

ــم.  ــاره کردی ــر اش ــی تبیین‌پذی مصنوع
یکــی از ملاحظــات بــر ایــن نکتــه تأکید داشــت کــه دلایــل دوم تــا چهارم 
ــرای دســتیابی و اســتفاده از  ــوده و شــاید بهتریــن دلیــل ب قابــل چالــش ب
هــوش مصنوعــی تبیین‌پذیــر، همــان دلیــل اول باشــد. ملاحظــه دیگــر، این 
بــود کــه حتــی می‌تــوان اســتدلال کــرد کــه اســتفاده از هــوش مصنوعــی 
ــن  ــه ای ــور ک ــرا، همان‌ط ــت. زی ــکل اس ــا مش ــری ب ــر ام ــر تبیین‌پذی غی
ــه انســان‌ها در تصمیم‌ســازی دچــار خطــا می‌شــوند مســئله‌ای  مســئله ک
پذیرفتــه شــده اســت، خطــا و اشــتباهات هــوش مصنوعــی قابل‌اعتمــاد نیــز 

ــت.  ــوان پذیرف می‌ت
در پایــان پیشــنهاداتی را بــرای اســتفاده مدیــران و تصمیم‌ســازان عرصــه 
ــن  ــی از ای ــم. یک ــه کردی ــران ارائ ــوری اســامی ای ــی جمه ــوش مصنوع ه
ــوش  ــودن ه ــور ب ــه نوظه ــه باتوجه‌ب ــود ک ــن ب ــردی ای پیشــنهادهای راهب
ــدازی  ــف آن، راه‌ان ــاد مختل ــودن ابع ــخص نب ــر و مش ــی تبیین‌پذی مصنوع
پروژه‌هــای تحقیــق بــرای شناســایی ابعــاد مختلــف مســئله امــری ضــروری 

اســت. 
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انقـلاب  اندازه  به  مجـازی  فضـای  حـوزه 
یک  مثل  فضـا  این  دارد.  اهمیت  اسـلامی 
رودخانـه پر از آب خروشان است که مـی‌آید 
و دائمــاً هم بر آب آن افزوده و خروشـان تر 
مـی‌شـود. اگـر مـا بر ایـن رودخانـه تدبیـر 
زه‌کشـی  باشـیم،  داشـته  برنامـه  و  کنیـم 
را  رودخانـه  ایـن  کنیـم  هدایـت  و  کنیـم 
اگـر  فرصـت.  می‌شـود  بریـزد،  سـد  به  تا 
آن  بـرای  برنامـه‌ای  و  کنیـم  رهایـش 

نداشـته باشیـم می‌شـود یـک تهدید.
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